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EDITORIAL 
 
 
Transferul tehnologic de dulap 

Se poate accepta ca unul din elementele de baza ale dezvoltarii 
economice il constituie dezvoltarea industriala. Acest lucru implica 
imediat intrebari referitoare la cine concepe, la ce nivel tehnico-
stiintific se discuta, cum se face transferul, cine preia noutatile care sa 
permita dezvoltarea si pe ce criterii se desfasoara aceste activitati.  

Primul subiect de discutie il constituie precizarea ideii de cercetare 
aplicativa, care in final nu reprezinta niste studii, niste metodologii sau 
idei constructive generale, ci proiecte concrete de produse cu toate 
cele necesare asimilarii in fabricatie.  Rezultatele cercetarii aplicative  

 

 
 

Dr. ing. Petrin DRUMEA 
DIRECTOR DE PUBLICATIE 

trebuie sa fie usor de asimilat in fabricatie si sa nu devina niste documente inutile, bune de 
depozitat intr-un dulap in care sa nu se mai umble nicicand. Ideea de cercetare aplicativa teoretica 
este de neacceptat, este un nonsens si ascunde de fapt incompetenta elaboratorilor de a se 
adapta cerintelor industriei.  

Un al doilea subiect de discutie il constituie definirea corecta a transferului tehnologic. Conceptul 
porneste de la existenta pe piata a unor produse si a unor fabricanti care nu se intalnesc si pentru 
care ar trebui sa existe o a treia parte care sa ii puna cap la cap pe cei doi si care sa poata sprijini 
metodologic apropierea lor. Preluarea ideii si la noi in tara s-a facut destul de repede, fara insa a 
se face o analiza serioasa a marimii nevoii de unitati de transfer tehnologic si, ca urmare, ne-am 
trezit cu realizarea unui mare numar de centre specializate pe acest domeniu, care de fapt nu au 
nicio activitate practica utila. Este evident ca daca numarul celor care realizeaza proiecte pe care 
nu le transfera este mic, daca numarul celor care doresc sa preia proiecte este mic, nu are cum sa 
fie mare numarul celor care se ocupa de transfer tehnologic. Rezultatul practic al acestei situatii 
este ca de multe ori centrele se fac ca preiau proiecte pe care apoi se fac ca le transfera si in final 
hartiile se baga in dulapuri de care nimeni nu se va apropia niciodata. 

Un al treilea subiect de discutat este modalitatea de imbunatatire a sistemului de transfer 
tehnologic, pentru ca despre necesitatea acestuia nu cred ca exista indoieli. Prima masura cred ca 
este largirea numarului de specialisti care sa produca proiecte adecvate si usor transferabile in 
industrie. A doua masura ar trebui sa fie sprijinirea institutionala a celor care pot si doresc sa preia 
rezultatele cercetarii. A treia masura care s-ar impune ar fi ca prin intermediul centrelor de transfer 
tehnologic sa se creeze niste modalitati simple de intalnire a cercetatorului cu producatorul.  

In final, revin la ideea ca este nevoie de adaptarea cercetarii aplicative la nevoile industriei 
realizand produse si nu hartii de depozitat in dulapuri si la ideea ca centrele de transfer tehnologic 
ar fi bine sa fie un intermediar prietenos. 
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EDITORIAL   
 
 
File Box Technology Transfer    

One can admit that one of the basic elements of economic 
development is the industrial development. This immediately 
involves questions about who conceives, at what scientific and 
technical level is the matter discussed, how the transfer is made, 
who takes over updates that enable development and what criteria 
such activities are undertaken on.     

The first topic of discussion would be a more accurate stating of the 
idea of applied research, which ultimately should not be represented 
by some studies, methodologies or general constructive ideas, but 
by actual projects of products with everything needed for uptake in  

 
 

 
 

Ph.D.Eng. Petrin DRUMEA 
DIRECTOR OF PUBLICATION  

manufacturing. The results of applied research must be easily assimilable in manufacturing and 
they should not become some useless documents, suited to be stored in a file box which no one 
will ever open. The idea of theoretical applied research is unacceptable; it is nonsense and actually 
covers incompetence of the elaborators to adapt to industry requirements.      

A second topic of discussion would be a correct definition of technology transfer. The concept 
starts from the situation of certain products and certain manufacturers existing on the market but 
not meeting each other, for which there should be a third party that would put together the former 
two parties and would be able to methodologically support their convergence.The idea has been 
taken oven in our country quite quickly, but without making a reliable analysis on sizing the need 
for technology transfer units and, as a result, we have found ourselves developing a large number 
of specialized centers in this area, which in fact have no useful practical activity. It stands to reason 
that if the number of those who carry out projects which they do not transfer is a small one, if the 
number of those willing to uptake projects is a small one, the number of those dealing with 
technology transfer could not possibly be a large one. The practical result of this is that often those 
centers pretend to uptake projects which they further pretend to transfer and in the end the papers 
are put in file boxes that no one will ever get close to.     

A third topic to be discussed is how to improve the technology transfer system, as I think there are 
no doubts about the necessity of it. I consider the first step to be taken would be to broaden the 
number of specialists able to produce projects which are adequate and readily transferable to 
industry. A second step should be to grant institutional support to those who can and want to 
uptake the research results. A third step required would be that through technology transfer 
centers some simple ways of gathering the researcher and the manufacturer to be created.   

In the end, I reiterate the idea that it is necessary for applied research to adapt to the needs of 
industry making products, not papers to be stored in file boxes, and also the idea that the 
technology transfer centers would be better to be a friendly intermediate agent.      
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Configurations of the Flow Induced by a Fan Impeller without Casing 

Lecturer PhD Eng. Andrei DRAGOMIRESCU1 

1 
University Politehnica of Bucharest, Department of Hydraulics, Hydraulic Machinery and Environmental 

Engineering, andrei.dragomirescu@upb.ro 

 

Abstract: This paper presents a study of the turbulent, compressible air flow induced by a fan impeller 
without scroll casing. The equations governing the flow – continuity equation, momentum equations, energy 
equation and the equation of state – were solved numerically using the finite volume method. The Reynolds 
Stress Model was used to provide the closure equations. Different simulations were made by changing the 
overpressure imposed as boundary condition at the outflow. The overpressure was varied stepwise between 
the choke limit and the limit corresponding to reversed flow. Despite the symmetry of geometry and boundary 
conditions, the results obtained indicate the appearance of non-axisymmetrical solutions. Moreover, two 
bifurcating solutions were obtained at certain operating points. These solutions are characterized by two and, 
respectively, three dominant directions of the flow outside the impeller. By dominant directions we denote 
regions where the velocity is higher than in neighboring areas at the same radius. Based on the results, a 
bifurcation diagram is plotted. The bifurcating solutions lead to different values of the average mass flow rate 
delivered by the impeller for the same outflow pressure. This could offer an explanation for the hysteresis of 
the characteristic curves of some pneumatic turbomachines. Moreover, the dominant directions extend inside 
the impeller and cause time-periodic pressure pulsations on the blade, which could be an additional 
explanation for the vibrations and noise in pneumatic turbomachines. 

Keywords: bifurcating solutions, compressible flow, flow configurations, free impeller, high pressure fan 

1. Introduction 

High pressure fans are fans that, considering the classifications in ISO 13349 [1], have 
compression rations between 1.1 and 1.3 when they pump air having a density of 1.2 kg/m3. The 
EUROVENT norms [2] define different limits and, according to them, high pressure fans have 
compression ratios between 1.036 and 1.3. The compressible turbulent gas flows (usually air 
flows) induced by impellers of high pressure fans are governed by the equation of state and 
several partial differential equations: continuity equation, momentum equations, and energy 
equation. To these, the closure equations corresponding to the turbulence model chosen to study 
the flow should be added. Due to the continuous movement of the fan impeller, the gas flow is 
inherently unsteady, so that the governing partial differential equations can be written in the 
following condensed form: 

  

  
         (1) 

with the initial value 

        (2) 

and associated boundary conditions. In the above equations   is the vector of flow variables 

(velocity components, pressure, temperature, density, turbulent variables),   is a vector function 
whose components are functions of the components of  , and   is a vector of parameters (gas 
viscosity, coefficient of thermal conductivity, etc.). A solution to which equation (1) evolves after the 
transient effects associated with the initial values (2) have diminished is called asymptotic solution. 
It should be mentioned here that     cannot be a solution of the problem, since     is forced 

by nonzero forcing data embedded in       , and, if applicable, in the boundary conditions.  
Examples of nonzero forcing data are the pressure force per unit mass,     , and, in a non-inertial 
reference frame attached to the impeller, the centrifugal force per unit mass,        , where   

is the gas density, vector   is the angular velocity of the impeller, and   is the position vector. 
Among the possible asymptotic solutions of the autonomous problem formulated above there are 
(i) steady solutions and (ii) T-periodic solutions of the form                . Asymptotic solutions  
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Fig. 1. Flow configurations induced by a disc rotating inside a casing, obtained experimentally by Poncet  
 and Chauve [8] 

 
which form intersecting branches in a suitable space of functions are called bifurcating solutions. It 
is said that one asymptotic solution bifurcates from another at      if there are two distinct 

asymptotic solutions         and        , continuous in  , such that                  . One 
work, in which the bifurcation theory is extensively treated, is that of Ioos and Joseph [3]. 
An important characteristic of bifurcation is the appearance of solutions that can break the 
symmetry pattern of the forcing data, should this symmetry exists. Thus, non-symmetrical solutions 
are possible even when the geometry and the boundary conditions are symmetrical. 
It is often true that a necessary condition for bifurcation is the instability of the asymptotic solution 
to small disturbances. In a real flow, disturbances are usually small deviations in the symmetry of 
the geometry due to manufacturing imperfections, slight changes in the upstream or downstream 
flow conditions, etc. In a numerical simulation, disturbances can be introduced by the inherent 
numerical errors. 
Bifurcating solutions were found experimentally and numerically even in cases of simple flows, like 
those through symmetrical sudden expansions [4, 5], through a symmetrical channel with a sudden 
expansion and a sudden contraction [6], or through a lid driven cavity with throughflow [7]. More 
recently, Poncet and Chauve [8] identified experimentally different configurations, without axial 
symmetry, of the flow induced by a rotating disc enclosed by a fixed cylindrical shroud. Central 
hubs having different radii were attached to the disk. Above a certain threshold, the flow shows 
different modes characterized by sharp-cornered polygonal patterns with   vortices. The number 

of vortices changes as the rotational Reynolds number,   , increases and shows a noticeably 
hysteresis when    decreases. Three modes observed by Poncet and Chauve, with 2, 3, and 4 
vortices, are presented in Figure 1 for subsequent comparisons. Ciocanea [9] investigated 
numerically the fluid motion induced by a rotating disk inside a vessel and found flow 
configurations with different numbers of inner vortices depending on the Reynolds number 
calculated based on disk radius. 
This paper investigates another type of rotational flow and its instabilities. It is the compressible 
turbulent air flow induced by a free impeller, i.e. an impeller without scroll casing, of a high 
pressure fan. The study was performed by means of numerical simulations. In the following, the 
problem is formulated in terms of geometry, flow equations, fluid parameters and numerical 
algorithms. The results are then presented and discussed and conclusions are drawn. 

2. Problem description 

The study was performed for the impeller of a high pressure fan designed for a rated compression 
ratio of       and a rotational speed of          to which the angular velocity               
and the rotational frequency            correspond. The design was based on a method 
proposed by Pfleiderer and Petermann [10]. In many cases, in order to keep the geometry of the 
machine as simple as possible, so that the manufacturing process is simplified and the cost is 
reduced, fan impellers have a constant width from inlet to outlet. For this reason we chose to use a 
two-dimensional geometry in our study. The computational domain consists of the impeller and two 
annular zones placed inside and outside the impeller. A sketch of a part of the computational 
domain, comprising the impeller, is presented in Figure 2. The impeller rotates counter-clockwise. 
The diameter at impeller inlet is          , while at outlet the diameter is          . The  
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Fig. 2. Impeller geometry and configuration of the computational domain 

 

impeller has 20 blades shaped as circular arcs of radius           and having the angles 
         at inlet and        at outlet. For the imposed rotational speed and the chosen number 
of blades, the blade passing frequency is             . 

The inflow boundary is situated at diameter                , while the outflow boundary lies 

at diameter               . For the sake of clarity, diameter    is not visible in Figure 2. The 
working fluid is air considered to be a perfect gas.   
Both the turbulence and the rotational movement of the impeller render the flow unsteady. 
Turbulence was treated using a second order closure model, namely the Reynolds Stress Model. 
The reason for this choice, instead of a simpler, two equations model, is that second order closure 
models are designed to handle effects that cannot be caught by two equations turbulence models. 
Such effects are streamline curvature, sudden changes in strain rate, and secondary motion, which 
are likely to appear in the flow under study. In the Reynolds Stress Model the turbulent stresses 
are not modeled but solved, one additional transport equation being added for each turbulent 
stress [11]. 
The equations governing the unsteady turbulent compressible flow – continuity equation, 
momentum equations, energy equation, transport equations for turbulent quantities, and equation 
of state – were solved numerically by means of the finite volume method using the coupled solver 
in implicit formulation implemented in the commercial code Ansys Fluent. The continuity, 
momentum and energy equations were discretized using a second order upwind scheme, while the 
Reynolds stresses were discretized with a first order upwind scheme. The temporal discretization 
of the coupled equations was accomplished by a second order implicit time-marching scheme. 

The reference pressure and the reference absolute temperature were chosen as           and 
        , respectively. The required properties of air – dynamic viscosity, specific heat at 
constant pressure, and coefficient of thermal conductivity – were input as piece-wise linear 
functions of temperature using data found in literature [11]. As boundary conditions, the relative 
total pressure    

      and the absolute temperature          were set at inflow. The no-slip 

condition was imposed on the blades. Simulations were performed for relative static pressures at 
outflow,   , ranging from           to          . 

The first simulation was performed for an outflow pressure of          . The initial guess for this 
simulation was obtained through auxiliary computations, in which the angular velocity of the 
impeller and the outflow static pressure were increased stepwise, in a coupled manner, starting 
from values close to zero, until the angular velocity reached the desired value of             at an 

outflow pressure of          . After that, the solution of the last time step of each simulation was 
used as initial guess for the next simulation. For each new simulation the outflow static pressure 
was increased or decreased, as appropriate, by         . At each value of the outflow static 

pressure the simulations were advanced in time with the time step              until a 
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stabilization of the mass flow rate delivered by the impeller around an average value was observed 

for at least 40 revolutions of the impeller (      time steps).  
As convergence criterion the drop of all scaled residuals by at least three orders of magnitude at 
each time step was imposed. The residuals were scaled by dividing them to the highest residual 
obtained in the first five iterations of the first auxiliary simulation. 
Simulations were attempted also for outflow static pressures outside the range                 , 

but the results suggested that pressures below           lead to choke, while pressures above 
          cause a reversed flow through the impeller. 

3. Results and discussion 

The first results, obtained for             , indicate that outside the impeller the flow is not 
axisymmetrical, as expected, but it shows three regions of higher velocity. We will denote further 
these regions as dominant flow directions. Figure 3 shows contours of absolute velocity and 
streamlines plotted outside the impeller, which make evident the dominant flow directions. It can be 

seen that the three directions are practically equally spaced at angles of     , the flow possessing 
a three-fold rotational symmetry with respect to impeller axis. 
An image of an axisymmetrical flow, which could be induced by the impeller under study, can be 
obtained by means of the potential flow theory. The usage of considerations derived from this 
theory when designing turbomachines remains a common practice. If the flow outside the impeller 
is accepted to be potential and incompressible, then this flow can be regarded as a superposition 
of a source of volumetric flow rate   and a potential vortex of circulation  , which rotates counter-
clockwise, as the impeller does. The streamlines of such a flow are logarithmic spirals, which in 
polar coordinates       have the equation  

            (3) 

where   is a constant whose value identifies a specific streamline in the family of streamlines. For 
a given streamline, the constant   can be easily computed if the coordinates       of a point of the 

streamline are known. Both the flow rate   and the circulation   can be computed using the results 
of the simulations. The flow rate should be equal to that pumped by the impeller and, at a particular 

diameter  , it can be computed with the formula  

          
  

 

 (4) 

where    is the radial velocity obtained from simulations at diameter   and   is the coordinate 

along the circular path of diameter  .  
 

  

Fig. 3. Contours of absolute velocity in m/s (left) and streamlines (right) obtained for an outflow static  

 pressure             , showing three dominant flow directions 
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Fig. 4. Comparison between streamlines resulted from simulations at              and streamlines 
computed based on potential flow theory (left); velocity distributions resulted from simulations and used to 
 compute the volume flow rate and the velocity circulation at a diameter of        (right) 
 
The circulation is given by the formula 

          
  

 

 (5) 

where    is the tangential velocity obtained from simulations at diameter  . The flow rate and the 
circulation were computed at the interface between impeller zone and outflow zone. This interface 
is located at diameter         , very close to impeller. By integrating the velocity distributions 

resulted from simulations at              and presented in Figure 4,                 and 

              were obtained.  With these values of   and  , 20 equaly spaced streamlines of the 
potential flow were computed. These analitical streamlines are compared in Figure 4 with 
streamlines obtained numerically. It can be noticed that close to impeler a very good agreement 
exists between the two families of streamlines. 
Subsequent simulations that were continued from the configuration with three dominant directions 
obtained at              showed that the number of dominant directions, i.e. three directions, 

remained unchanged for    values in the range                 . 
The image of the flow induced by the impeller changed after the outflow static pressure was 

increased from           to           and the flow rate became stable: the three dominant 
directions were replaced by only two dominant directions. As the outflow static pressure was 
further increased, this flow configuration remained unchanged up to             . The flow 
configuration with two dominant directions is depicted in Figure 5 by a contour plot of the velocity 
magnitude and streamlines obtained for             . With the two dominant directions spaced 

at     , the flow possesses a two-fold rotational symmetry with respect to impeller axis. 
For values of    between           and           the three dominant directions reappeared (Fig. 6). 

Finally, close to the limit of reversed flow, at              and             , the results indicated 
again flow configurations with only two dominant directions (Fig. 7). 
The first set of results described above indicate flow configurations with either three or two  
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Fig. 5. Contours of absolute velocity in m/s (left) and streamlines (right) obtained for an outflow static  

pressure             , showing two dominant flow directions 

                     

Fig. 6. Contours of absolute velocity in m/s (left) and streamlines (right) obtained for an outflow static  

pressure             , showing (again) three dominant flow directions 

                

Fig. 7. Contours of absolute velocity in m/s (left) and streamlines (right) obtained for an outflow static  

pressure             , showing two dominant flow directions   
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a) 

                  
b) 
 

Fig. 8. Contours of absolute velocity in m/s (left) and streamlines (right) obtained for an outflow static  

pressure             , showing two dominant flow directions 

 

dominant directions, depending on the working regime of the impeller, characterized by the outflow 
static pressure   . To verify these results, new simulations were started from the last solution 

obtained for the outflow static pressure of          . The new set of simulations was continued by 
decreasing    stepwise by        . Down to             , the new results showed no change in 
the flow configurations by comparison with those obtained previously. A change appeared only 

when    was decreased from           to          . Instead of observing a switch from two 
dominant directions to three directions, as expected based on the previous results, the flow 

preserved its two dominant directions down to             . In other words, when decreasing the 
outflow static pressure below           in small steps only flow configurations with two dominant 
directions can be obtained. Figure 8 presents for comparison contours of absolute velocity and 
streamlines showing two flow configurations, both obtained at the same outflow static 

pressure             . 
A third set of results was obtained by increasing the outflow static pressure starting from the 
solution showing two dominant flow directions resulted for              in the second set of 
simulations. The flow configuration remained unchanged, with two dominant directions, up to 
            , it changed to three dominant directions for    between           and           and 

then back to two directions for    between           and          .  
The fact that below              two flow configurations are possible indicates that a bifurcation 

point exists between              and             . The results presented above are  
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Fig. 9. Bifurcation diagram 
 

summarized in the form of a bifurcation diagram in Figure 9. The diagram shows the number of 

flow directions,  , depending on the outflow static pressure   . According to the results, the branch 
corresponding to     can be traversed in both directions as long as the outflow static pressure 
changes in small steps. According to our results, if only small pressure changes are applied, close 
to the bifurcation point flow configurations with tree dominant directions evolve in flow 
configurations with two directions but flow configurations with two directions cannot evolve in flow 
configurations with three directions.  
 

     
a) 

      
b) 

Fig. 10. Mass flow rate variations and their frequency spectra at outflow for 1600 time steps (20 full rotations) 

resulted at              when the flow shows: a) two dominant directions and b) three dominant directions 
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Fig. 11. Contours of static pressure in Pa and circumferential pressure variations at three diameters inside 

the impeller (        ,         , and         ) resulted at              when the flow shows 
 two dominant directions 

 

The evolution in time of the mass flow rate    at outflow changes depending on the flow 
configuration. The change is depicted in Figure 10 which shows time variations of    and the 

frequency spectra of these variations obtained for             . It can be seen that, when the 
flow has two dominant directions, the mass flow rate has two modes of oscillation. For three 
dominant directions only one mode of oscillation is evident. In both cases, the first mode of 
oscillations has a frequency of          , which is twice the rotational frequency of the impeller. 
For the flow with two dominant directions, the value of the first oscillation frequency could be 
related to the fact that, during a full revolution of the impeller, each blade interacts twice with the 
dominant flow directions. However, this explanation is no more valid for the flow with three 
dominant directions, which makes us to assume that the flow rate oscillations are caused by a 
more complex mechanism which probably includes the effect of the dominant flow directions and, 
also, the air compressibility. Another observation is that the configuration of the flow has also an 

influence on the average mass flow rate delivered by the impeller. For              the value of 
the average flow rate equals              when the flow shows two dominant directions and 

             when the flow has three directions, the relative difference being of about      . The 
bifurcation of the flow solutions could, therefore, offer an explanation for the small hysteresis of the 
characteristic curve observed in some cases when testing pneumatic turbomachines. 
It is expected that the development of dominant flow directions outside the impeller has an 
influence on the flow inside the impeller. Of interest is especially the pressure, since pressure 
pulsations are among the causes for vibrations and aerodynamically generated noise in fans. 
Therefore, the pressure field was examined both for the configuration with two dominant flow 
directions and for the configuration with three directions. The configurations are those obtained for  
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Fig. 12. Contours of static pressure in Pa and circumferential pressure variations at three diameters inside 

the impeller (        ,         , and         ) resulted at              when the flow shows 
 three dominant directions 

 

an outflow static pressure of          . Figures 11 and 12 present circumferential pressure 
variations inside the impeller and pressure contours plotted inside blade channels which, at a 
certain time moment, either are aligned with a dominant flow direction or lie between two 
directions. The pressure distributions on the pressure sides and on the suction sides of the blades 
show noticeable changes as a blade crosses a dominant direction and then moves at angular 
positions between two dominant directions. These changes are also made evident by the diagrams 
of circumferential pressure variations, which show that during a full revolution of the impeller the 
blades undergo pressure pulsations, the number of maxima and minima being equal to the number 
of dominant flow directions. This shows that the dominant flow directions do not lie only outside the 
impeller, but extend inside it. The flow configuration outside the impeller influences the pressure 
pulsations, which are of lower amplitude when the flow exhibits three dominant directions. 
Therefore, the flow configuration with three dominant directions could be more desirable. 

4. Conclusions 

In this paper the compressible turbulent flow induced by a free impeller of a high pressure fan was 
investigated by means of numerical simulations. According to the results obtained, the flow outside 
the impeller is not axisymmetrical, but possesses either two or three dominant flow directions, 
depending on the boundary conditions. There is a certain similarity between the flow configuration 
presented in this paper and those observed by Poncet and Chauve for the flow induced by a disc 
rotating inside a fixed shroud. In a certain range of boundary conditions the flow solutions bifurcate, 
both flow configurations being possible. Based on the results, a bifurcation diagram was plotted. 
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The time variations of the mass flow rate delivered by the impeller are visibly influenced by the flow 
configurations. In the range of bifurcating solutions, the values of the average mass flow rate differ 
depending on the flow configuration. This fact could explain, at least partly, the small hysteresis of 
the characteristic curves obtained when testing some pneumatic turbomachines. The dominant 
flow directions extend inside the impeller, causing pressure pulsation on the blades. The flow 
instability investigated in this paper could therefore be an additional explanation for vibrations and 
aerodynamically generated noise inside pneumatic turbomachines. 
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Abstract: This work provides a review of n solar-powered Stirling engines devices. Previous works have 
focussed on the solar powered as well as low temperature differential engines. The aim of this work is to 
review working fluids for operation of this engine. Air was found to be a good alternative as a working 
medium for gamma type engines. 

Keywords: Stirling Engines  

1. Introduction  

In a Stirling engine the fluid is contained in a confined space, hence there are no problems of 
contamination. In order to reduce the heat losses, the mass flow rate must be low which can be 
maintained by low viscosity fluid or high working pressures. These engines are 30 to 40% efficient 
in a temperature range of 923–1073 K.[1]. 
 

 

Fig. 1. Stirling engine [2] 
 

A Stirling engine consists of following components: 
 
1. Heat source-as fuel does not come in direct contact with the working fluid, Stirling engines can 
work on fluids which may damage parts of a conventional engine.  
2. Regenerator-the function of regenerator is to use the waste heat from being lost to environment 
by storing it temporarily, thus helping to achieve high efficiencies close to an ideal Carnot cycle. A 
simple configuration consists of fine mesh of metallic wires. In an ideal Stirling cycle, the 
connecting space between hot and cold ends acts as regenerator. 
3. Heat sink-typically the ambient environment acts as an ideal heat sink; otherwise the cold side 
can be maintained by iced water or cold fluids like liquid nitrogen. 
4. Displacer piston-it causes the displacement of working gas between hot and cold regions so 
that expansion and contraction occurs alternatively for operation of engine. 
5. Power piston- transmits the pressure to crankshaft. 
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In a Stirling engine, hot air expands when heated and contracts when cooled. This principle of 
operation was most properly understood by Irish scientist Robert Boyle from his results on 
experiments on air trapped in a J shaped glass tube. Boyle stated that pressure of a gas is 
inversely proportional to its volume and product of pressure and volume occupied is a constant 
depending on temperature of gas. 

Hence PV=NRT 

Various assumptions which are made in this cycle are [3]: 

1) Working fluid is an ideal gas. 

2) Conduction and flow resistance is negligible. 

3) Frictional losses are neglected. 

4) Isothermal expansion and contraction. 

This cycle can be described by following stages: [3] 

1) Phase C-D: Isothermal expansion-the working fluid undergoes an isothermal expansion 
absorbing the heat from source. The power piston moves out, hence increasing the volume and 
reducing the pressure. The work done in expansion of gas is given by:   

        
  

  
               

  

  
                                               (1) 

2) Phase D-A: Power piston now reaches the outermost position and stays there so that volume is 
constant. The working fluid is passed through the regenerator where it gives up heat for use in next 
cycle. Hence its temperature and pressure falls. No work is done during this phase. 

3) Phase A-B: The power piston stats moving inwards, reducing its volume and increasing its 
pressure the working fluid gives up heat to cold sink. The work done in compressing the gas is 
given by: 

         
  

  
               

  

  
                                           (2) 

4) Phase 2-3: The power piston is at its most inwards point and stays there to keep volume 
constant. Working fluid passes again through the regenerator, recovering the heat lost in 2nd 
phase, hence its pressure and temperature goes up. 

                

                         
    

    
      (3)    
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Fig. 2. P-V & T-S plot of a Stirling cycle [4] 
 

In Stirling cycle, two Isochoric processes replace the two Iso-entropic processes s in an ideal 
Carnot cycle. Hence more work is available than a Carnot cycle as net area under P-V curve is 
more. Thus there is no need for high pressures or swept volumes. This can be seen in the figures 
presented below. 

 

 
Fig. 3. Comparison of Stirling cycle and Carnot cycle [5] 
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2. Types of engines [6]  

Stirling engines can be further classified as alpha, beta or gamma type. Alpha version consists of 
two power pistons in series with heat sink, heat source and regenerator.  
 

 

Fig. 4. An Alpha Stirling engine configuration 

2.1 Working of an Alpha Stirling engine [6] 

This engine consists of following stages: 
1) Expansion-working gas is present in hot side and gains heat expanding, hence pulling both 
pistons inwards. 

 

Fig. 5. Working stages of an Alpha Stirling Engine 
 

2) Transfer Motion of crank shaft transfers most of the gas from hot side towards the cold side. 
 

 

Fig. 6. Working stages of an Alpha Stirling Engine 

3) Contraction-Working gas is transferred towards cold side, cools and contacts pushing both 
pistons outwards. 
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Fig. 7. Working stages of a Alpha Stirling Engine 
 

4) Transfer-Motion of crank shaft through 90 causes transfer of gas again to hot side so that cycle 
is repeated again. 

 

Fig. 8. Working stages of a Alpha Stirling Engine [16] 
 

2.2 Working of a Beta Stirling engine [6] 

Beta type engine and gamma type engine have a single power piston, whereas alpha type engine 
have two power pistons. Beta type Stirling engine has both power and displacer pistons on the 
same axis whereas in gamma configuration, both pistons are separate. Gamma engines are best 
suited for studies whereas Beta ones are difficult to fabricate. 

 

Fig. 9. A Beta Stirling engine 
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Working of a beta engine can be understood in following cycles: 
1) Expansion-most of the gas is at the hot end, which gains heat and expands. 
 

 

Fig. 10. Working stages of a Beta Stirling Engine 
 

2) Transfer-motion of fly wheel causes gas to move towards cold end passing over the displacer. 
 

 

Fig. 11. Working stages of a Beta Stirling Engine 
 

3) Contraction-most of the gas is in cold end where it cools and contracts drawing piston inwards. 
 

 

Fig. 12. Working stages of a Beta Stirling Engine 
 

4) Transfer-motion of flywheel causes displacer to move out, transferring gas again to hot end. 
 

 

Fig. 13. Working stages of a Beta Stirling Engine 
 

 

Fig. 14. A Gamma Stirling engine 
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3. Working gas 

It is a gas on which engine operates. There are several gases that can be used to run a Stirling 
engine. Lighter gases having atomic mass lesser than that of air have higher specific heat and gas 

constant and lower viscosity resulting in lesser viscous losses and higher heat storing capacity 
[7].This can be seen in the following graph which was obtained by simulation by Philip Brothers. 

 

 

Fig. 15. Stirling engine efficiency V/S power output for various gas [8] 

4. Pros and cons of Stirling engine 

Stirling engine has some merits as well as demerits which are discussed below 

1) Merits 
A) Stirling engines can be run on wide variety of fuels including solar energy without need for fuel 
to come in contact with operating gas hence avoiding containment. Hence even if solar energy is 
unavailable, alternative fuels can be used for operations. Thus these devices are not susceptible to 
fuel shortage. 
B) Low and noise less operations are possible. Hence suitable for submarines.  
C)Lower maintenance is needed and combustion of fuel occurs outside the engine. 
D) Can be used as a CHP unit. 
E) No danger of explosion as in steam engines. 
 

 
 

Fig. 16. A CHP Stirling engine 
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2) Demerits 
A) Commercial feasibility not possible on large scale manufacturing. 
B) Takes time to start from the cold. 

5. Low temperature difference Stirling engine 

These engines can run at a typically low temperature difference of less than 100C between hot 
and cold end .with high temperature difference between hot and cold end, it is necessary to 
maintain long separation between hot and cold ends where as area of heating and cooling is less 
important. In year 1980 Sneft and Kolin developed of simple versions of such engines where a cup 
of hot tea could be used as a heat source. The upcoming figures show clear distinguish between 
the LTD &HTD engines. 
 

 

Fig. 17. Comparison of LTD and HTD engines [9] 

6. Conclusions 

This work reviews research works done in field of technology of Stirling engines, solar-powered 
Stirling engines, and LTD Stirling engines. The keys ways to improve the efficiency of the engine is 
to device new materials for good heat transfer to the working fluid. Lower viscosity working fluid 
pumped at higher pressure is ideal condition for good heat transfer. The efficiency of Stirling 
engine may be low, but it has high reliability and low setup costs.  
For use in rural areas reflector can be used to focus the solar energy on a displacer hot-end 
surface for heat transfer by conduction to the air inside the displacer cylinder.  The air expands and 
moves the power piston which in turn can be useful for mechanical power output. 
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Abstract: Many micro and nano scale devices are influenced by the presence of liquid at the interface 
between contacting surfaces. Such liquid may induce large and undesired adhesive or “stiction” forces. In 
some cases, liquid may find its way into the interface of two rough surfaces that are already in contact. It is of 
interest to model the manner in which the interface proceeds to a new equilibrium configuration upon 
introduction of the liquid. Such a process involves interactions among viscosity, elasticity and capillarity. To 
simulate such effects, a contact model is employed to account for surface deformation, a mixed-lubrication 
model is applied to analyze liquid flow and the Young-Laplace equation is implemented at the boundary of 
the wetted region to provide the capillary pressure. Calculations are performed to reveal the roles of liquid 
viscosity, liquid surface tension, surface roughness and elastic modulus on the generation of adhesive 
forces. 
 
Keywords: Capillary flow, Surface roughness, Liquid-mediated adhesion 

1. Introduction  

Many natural and engineered systems involve a thin liquid film between two solid surfaces. 
Familiar examples in nature include: plants and trees, which transport fluid from roots to leaves in 
opposition of gravity through xylem conduits [1]; and soils whose strength characteristics depend 
on the way water interacts between solid particles [2]. Among engineered systems, there are 
several small scale devices for which liquids are present in confined regions during fabrication or 
during operation [3, 4]. In many cases, the presence of the liquid film causes excessive adhesive 
forces and device failure [5, 6]. On the positive side, in the operation of nanofluidic devices, 
capillary forces operating in submicron channels are used to pump liquids from one location to 
another [7, 8]. In this work, a model for the capillary flow between two nominally flat rough surfaces 
is presented. The current model represents an extension to the previous published models of 
liquid-mediated adhesion. Streator and Jackson [9] and Streator [10] presented 2D spectral and 
deterministic approaches, respectively, to model liquid-mediated adhesion between rough 
surfaces. Rostami and Streator extended the 2D liquid-mediated adhesion models to 3D models 
using a spectral approach [11, 12] and a deterministic approach [13]. These former analyses are 
restricted to static conditions (i.e., do not consider flow) and treats the free surface of the liquid in 
only an average sense namely that the film thickness at the periphery of the film is equated with 
the global average spacing between the surfaces. 

2. Methodology 

A schematic plot of the interface of interest is shown in Fig. 1. The wetting liquid spreads between 
an annular rigid flat punch and a rough disk until its radius,b , reaches the outer radius of the 
punch, . The liquid is introduced at the inner radius of the punch, r , and the capillary effect is the 
driving force for the liquid flow. The large concave curvature at the free surface of the liquid causes 
a pressure drop across the free surface, which drives the liquid between the two surfaces. The 
pressure at the inner radius of the punch is ambient, and at the outer boundary of the liquid film, 
the negative pressure can be obtained from Laplace-Young relation [14]. The negative   pressure 
within the capillary film induces tensile stresses in the interface. The compressive stresses arising 
at solid-solid contact spots oppose the tensile stresses due to capillary effects. 

or i
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Fig. 1. Schematic depiction of the modeled interface.
 
In this work, a model is developed to study the capillary flow between the surfaces depicted in Fig. 
1. The model is comprised of a macro-contact model, a micro-contact model and a mixed 
lubrication model. The macro-contact model is used to determine the pressure distribution within 
the nominal region due to external load acting on the contacting surfaces. In macro-contact model, 
the effect of surface roughness is neglected, so that the contacting surfaces are assumed to be 
smooth. The surface roughness effects are considered in the micro-contact model where the local 
gap is calculated. The hydrodynamic pressure distribution within the liquid flow due to the capillary 
effects is obtained from the mixed lubrication model. An iterative numerical algorithm is designed to 
solve the three sub-models simultaneously to obtain the results for the tensile force, liquid flow rate 
and local gap between the two contacting surfaces. 

2.1 Macro-Contact Model 

In the macro-contact model, the pressure distribution under a rigid annular punch deforming an 
elastic half-space is evaluated. A schematic view of this problem is shown in Fig 2. The pressure 
distribution and displacement field for the contact of an annular rigid punch and an elastic half 
space under external loading of  can be obtained numerically via influence coefficients.  The 
influence coefficients are derived from the analytical surface deformation solution of an elastic half-
space under uniform pressure [15].  A finite radius of curvature is assumed for the edges of the 
rigid punch to avoid unbounded contact pressures. Results for the contact pressure distribution 
under a rigid punch with inner and outer radii of 

extP

1=ir  and 3mm =or espectively and with edge 
radius of .0=′r nder the penetration of .0

cm r
mm u1 1=d  given in Fig. 3. μm is

 

 
 
 Fig. 2. Illustration of surface deformation in a 

half-space deformed by an annular rigid punch. Fig. 3. Pressure distribution under the rigid 
annular punch. 
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2.2 Macro-Contact Model 

On a micro-level, all surfaces have some degrees of waviness or roughness. The pressure 
distribution from the macro-contact model along with the hydrodynamic pressure within the liquid 
flow cause surface deformation in the contacting rough disk at micro levels.  In the current model, 
the Jackson and Streator (JS) multiscale model is used to model the contact at micro-scale level. 
The JS model is based on representing the rough surface in multi scales of roughness using the 
fast Fourier transform (FFT) of the surface heights. The rough surface data is generated employing 
a surface profile generation method outlined by Garcia and Stoll [16]. A two dimensional FFT is 
then performed on the generated surface heights to obtain the amplitude at each frequency level 
as is performed in [17]. At each frequency level, the asperities are modelled assuming a three-
dimensional sinusoidal geometry. The relation between average gap and the average pressure at 
frequency level is given by [18] 
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where is the amplitude of the sinusoidal-shaped asperity and is the complete contact pressure at 
frequency level. In the current model, the same volume-loss approach employed by Green et al. 
[17] is used to calculate the gap at each radial position. 

2.2 Mixed Lubrication Model 

A mixed lubrication model is used to determine the hydrodynamic pressure distribution within the 
liquid flow. An average Reynolds equation [19] for incompressible fluid in polar coordinates is used 
which is given by 
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θwhere ,r  are the radial and azimuthal directions, respectively, hydp is the hydrodynamic pressure,

h  is the film thickness or the local gap, 9.01ϕ −= ssure flow factor, and )/(56.0 σhe−  is the pre η  is 
the dynamic viscosity of the working fluid. The second term in Eq. (2) disappears due to 
axisymmetric flow assumption. Also, it is assumed that the squeeze film effects is negligible (right-
hand side of Eq. 2). Equation (2) along with the boundary conditions are solved numerically using 
Gauss-Seidel method to obtain the hydrodynamic pressure distribution. 

3. Numerical Algorithm 

A numerical algorithm is designed to solve the liquid flow problem. After introducing the input 
parameters (see Table 1), an initial value is selected for the radius of liquid flow, b . Next, the 
Reynolds equation is solved for the hydrodynamic pressure distribution. The sum of hydrodynamic 
pressure and pressure distribution due to external loading are inserted into the JS multiscale model 
to solve for the gap at each radial position. Then, a convergence test on tensile force is performed. 
In the lack of convergence, the updated values for radial gap is used in Reynolds equation to 
recalculate the hydrodynamic pressure distribution. When the convergence is acquired, the new 
value of  is calculated based on the relation between the pressure gradient and the rate of 

change of liquid flow radius 
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                                                  TABLE 1:  Reference properties 

Name Symbol Value 

Nominal domain radius or 3 cm 

Radius of entrance hole ir 1 mm 

Edge radius r′ 0.1 mm 

Effective elastic modulus E ′ 50 GPa 
Liquid surface tension γ 72.7 mN/m 

Liquid viscosity η 0.89 mPa.s 

r.m.s. surface roughness σ  0.4 μm 

 
4. Results 

A set of results of the numerical algorithm for the reference properties given in Table 1 in the 
presence of external load ( )P s presented in this section. The results for the tensile force,

tF , and flow rate, Q , as the liquid spreads between the two surfaces as a function of time is 
shown in Figs. 4 and 5. The liquid flow starts at radius 

Next 30=  i

0bb =  and flows until the radius reaches the 

outer radius of the domain . As it can be seen, the tensile force increases with time while the 
flow rate decreases with time.  The results for the maximum tensile force,  and the initial flow 
rate, , versus the external load are shown in Fig. 6. As it can be seen, the maximum tensile 
force increases with the external load while the flow rate decreases with the external load. 

orb =

maxtF

0bQ

      
 

 
 

 
 
 

Fig.4. The results for the tensile force versus time. Fig.5. The results for the flow rate versus time. 

Fig.6. The results for (a) maximum tensile force, and (b) initial flow rate 
versus the external load. 
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Conclusions  

In this work, a numerical model for the liquid flow between two contacting rough surfaces due to 
capillary effects is presented. A contact model comprised of micro and macro level sub-models 
along with a mixed lubrication model are used to obtain the results. The results for the tensile force 
and flow rate are presented based on solving an iterative numerical algorithm. The results show 
that as the liquid spread between the two surfaces, the tensile force increases and flow rate 
decreases. The maximum tensile force increases as the external load is increased while the flow 
rate decreases with increasing external load.   
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Abstract: In the case of electronic components cooling, out of many ways and variants of existing heat 
transfers, the fluid single-phase forced convection heat is an effective and widely practiced method, 
especially due to its simplicity and economical character. In order to allow the evacuation of increasing heat 
fluxes, the method was optimized by making special heat exchangers, more and more compact, as meso-
channel, micro channels [1] and more recently the porous metal heat exchangers [2,3]. 
The objective of the research is to obtain a functional relationship between the cellular structure of open-cell 
metallic foam and the heat transfer characteristics for forced convective flows. Ideally foams would 
simultaneously maximize the amount of heat transfer and minimize the pump power needed to force the fluid 
passing through.  
The working method used, is the numerical simulation using FLUENT software in which the actual 
characteristics of porous metal indicated by the manufacturing company, Erg Materials and Aerospace, were 
introduced [4]. 
A simple simulation model is developed in FLUENT to capture the most important behavioral trends of 
energy flow due to forced convection and conduction through cell ligaments of the cellular foam [5, 6, 7]. The 
overall heat transfer coefficient of the heat exchanging system and the pressure drop experienced by the 
fluid flow are obtained. 
Trends of heat transfer predicted by the model are expected to be valid for a wide range of open-cell foams 
and are in reasonable agreement with available experimental data on aluminum foams [8]. The model is 
applied to evaluate the heat transfer efficiency of open-celled foams as heat sinks for power electronic 
components. Heat dissipation in high power electronics poses serious challenges for the integration of 
materials selection with thermal design, circuit design and manufacturing technology. 

Keywords: simulation, cellular structure, flow characteristics, heat transfer performance.  

1. Introduction  

Metal foams find applications in ultra light structures where stiffness, strength and toughness are 
emphasized. Open-celled metal foams can be used to enhance heat transfer in applications such 
as cryogenic heat exchangers, heat exchangers for airborne equipment, coal combustors, compact 
heat sinks for high power electronic devices, heat shielding for aircraft exhaust, compact heat 
exchangers, liquid heat exchangers, air-cooled condenser-cooling towers and regenerators for 
thermal engines [9]. More uses of these relatively new materials are expected in the future, 
particularly because low density foams with remarkably uniform and regular cell morphologies are 
currently being developed using affordable processing methods. 
One of the primary reasons to study forced convection in metal foams is to provide information 
necessary for the possible applications of these materials in electronic cooling and other thermal 
systems. The fibers of these materials could be thought of as a network of complex extended 
surfaces giving the advantage of increasing the interfacial area. In addition to the increased 
interfacial area the formation of eddies or fluid mixing promotes the heat transfer enhancement 
(fig.1). 
Through the phenomenon of turbulence, an intensification of the process of heat transfer and 
faster exhaustion of heat accumulated when using this type of heat exchanger can be noticed. The 
overall heat transfer coefficient of the heat exchanging system is calculated, and the pressure drop 
experienced by the fluid flow obtained. These results are used to analyze and guide the design of 
optimum foam structures that would maximize heat transfer per unit pumping power. The objective 
is to select materials that enable the aluminum foam to operate with high power density (up to 100 
W/m2), while maintaining its temperature below that needed to ensure acceptable reliability: usually 
90°C. 
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Fig. 1. Micro-computed-tomography of open-celled aluminum foam and aluminum foam heat exchanger [3]. 

2. Specification of the model    

The present work provides a simulation model for the heat transfer in open-cell aluminum foam, 
when they are used in forced convective mode with a low conductive fluid. The simulation model 
has been idealized in several ways to limit the complexity of forced convective flow across open-
celled foam. Some of the simplifying assumptions made in order to analyze heat transfer in the 
porous material likely lead to overestimate the actual level of heat transfer but nevertheless should 
capture the approximate functional dependence of the different control variables such as foam 
density, cell size and fluid velocity [9]. Assumptions: 

 
1. The porous medium is isotropic and homogeneous with constant porosity, or the porosity 

variations can be accurately calculated, 
2. Natural convection and radiation heat transfer effects inside the porous medium can be 

neglected, 
3. The physical properties of the solid and fluid phase remain constant throughout the 

temperature range, 
4. The solid and the fluid phases are in the thermal equilibrium, 
5. Flow is steady and fully developed.  

 
Most of the previous studies on heat transfer in porous medium are based on Darcy's law which is 
only valid for Reynolds numbers less than about 10 [10,11]. Under such conditions, the fluid and 
the solid matrix may be assumed to be in local thermal equilibrium so that the fluid saturated 
porous medium can be treated as a continuum. The model assumes and justifies that there is local 
thermal equilibrium between the solid and the fluid. This approach eliminates the need for rigorous 
numerical modeling of three-dimensional flow and heat transfer in and around the pores. Another 
advantage is that the current simulation model is easily verified by experiments [8]. 
Consider a rectangular block of porous foam, having a constant cross-sectional area. The analysis 
uses the typical parameters reported by the foam manufacturers such as the porosity (ε) and the 
area density (σ), defined as the ratio of the surface area of the foam to the volume (table 1). The 
hydraulic diameter is determined based on the size of the compressed porous cell (dP), of the 
metal filament’s diameter (dl) and the porous density (PPI). 
 

                                                                                           TABLE 1: Metal foam properties [4]. 

No. PPI ε [-] dl [mm] dP [mm] Size LxWxt [mm]  
 σ [m

2
/m

3
] 

1 10 0.914 0.406 5.08 250.8 x 101.6 x 50.8 809.1 

2 10 0.704 0.406 1.93 250.8 x 101.6 x 50.8 2053.1 

3 10 0.682 0.406 1.24 250.8 x 101.6 x 50.8 3169.3 

4 20 0.924 0.203 2.90 250.8 x 101.6 x 50.8 1240.2 

5 20 0.774 0.203 0.89 250.8 x 101.6 x 50.8 3593.7 

6 20 0.679 0.203 0.63 250.8 x 101.6 x 50.8 5104.3 

7 40 0.923 0.102 1.70 250.8 x 101.6 x 50.8 1800.8 

8 40 0.918 0.102 1.70 250.8 x 101.6 x 101.6    1800.8 
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The mean cell size (a) for these foams, according to the ERG catalogue, are 2.0, 1.0 and 0.5 mm, 

respectively, correspond to 10, 20 and 40 PPI. Thermo-physical properties of aluminum used in the 

simulation are: density 1.6(10PPI), 2.7(20PPI) and 7.9(40PPI) kg/m3, specific heat 895J/kgK, 

thermal conductivity 218W/mK. 

The final overall dimensions of the compressed foam blocks used in pressure-drop and heat 

transfer simulations were 250mm(H) × 100mm(L) × 50mm(W), with the cross-sectional area 

normal to the flow direction measuring 250mm×100mm. The small thickness is suitable for small 

foam cooling design such those used in electronic cooling. To make them functional heat 

exchanger, each foam was brazed in a central position to a 12.7 mm thick heat spreader plate 

made by solid aluminum. 

A typical flow and heat transfer configuration is shown in fig. 2. Cooling fluid having velocity u0, 

temperature T∞ and pressure p0, is forced into the foam at x =0 (the inlet) and exits at x = L (the 

outlet) with temperature Te and pressure pe. A heat source (q”) is bonded or joined to a thin 

conductive substrate on which a block of open-cell aluminum foam of length L and thickness W is 

attached. The foam is then placed in a channel, and cooling fluid of velocity u0 at a temperature T∞ 

is pumped through the open celled material, thereby affecting heat transfer from the hot source to 

the cooling fluid. 

 

 

Fig. 2. Porous heat exchanger geometrical model [13] and the equal-sized cubic cells grid [14]. 
 
The cubic unit cell is chosen for its simplicity, allowing for approximate closed-form solutions for 

important heat transfer parameters. It is elegant and efficient to create mesh in one process. This 

also is more robust when topologically complex problems such as the open-cell metallic foam are 

being investigated. This means that the mesh generated required no intervention or correction so 

that solution is, as in flow/heat transfer presented here straightforward. 

Uniform temperatures T1=85°C (358K) on the bottom (y=0) and T2=22°C (295K) on the top (y=H) 

are prescribed. The sandwich structure is thermally insulated at both ends and in lateral sides. The 

temperature of the cooling fluid increases continuously as it flows along the heat exchanger and so 

the driving force for heat transfer is continually diminished (fig.3).  

We therefore wish to establish the fluid temperature as a function of downstream position x, the 

plate temperature T1 and the properties of the foam. Several simplifications are made to arrive at 

an approximate solution for the steady-state temperature distribution of the fluid inside the heat 

exchanger. 
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Fig. 3. Contour of static temperature and corresponding xy plot [8]. 

 

Turbulence intensity values and resistance coefficients of viscous and inertial type, required for 
running the FLUENT software for a porous medium were obtained using MATHCAD program, 
starting from equations specific to Brinkman’s porous environment [8]. The overall heat flux 
dissipation, heat transfer coefficient and pressure drop caused as the fluid flows across the foam 
are calculated using the model and the optimum foam properties for the best heat transfer 
performance are suggested. 

3.  Application: porous heat exchanger for power electronic devices  

The model presented in previous section can be used to analyze a variety of heat exchanger 
applications where the large surface density of open-celled metal foams is required. The maximum 
amount of heat that the fluid can extract from the system was determined according to equation [9]: 

                    (1) 

where    is the flow rate,    is the specific heat,    and    are the inlet and the base temperatures 

of the fluid measured by thermocouples. Heat dissipation plots were obtained for different 

porosities and porous densities. The model and its underlying assumption were verified by 

simulation for several aluminum foam samples using air as the coolant [8]. All simulations were 

performed under steady state conditions and were carried out in the range of average air velocity 

0.8 < v < 8 m/s. 

For both water and air cooling, dissipative heat flux removed by a porous heat exchanger of 50 mm 

thickness as a function of relative density (ρ) is plotted on fig. 4, for 10, 20 and 40 PPI porous 

densities, porosity ε= 0.927, λs,Al = 200W/mK, ΔT= T1-T0= 63°C (336K). 

 

 

Fig. 4. Heat flux dissipation as a function of relative density. 

0 

20 

40 

60 

80 

100 

0 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 

H
e
a
t 

fl
u

x
 d

is
s
ip

a
ti

o
n

 
[K

W
/m

2
] 

relative density [-]  

10 PPI, 0.927 air 20 PPI, 0.927 air 40 PPI, 0.927 air 

10 PPI, 0.927 water 20 PPI, 0.927 water 40 PPI, 0.927 water 



ISSN 1453 – 7303                                                                   “HIDRAULICA” (No. 3/2015) 
Magazine of Hydraulics, Pneumatics, Tribology, Ecology, Sensorics, Mechatronics 

 

  
36 

 
  

 

It is seen that, even with forced air convection in aluminum foam heat exchanger, with relative 

density of 0.079(40 PPI), heat is efficiently dissipated (q= 10 kW/m2, if air cooling and q= 69kW/m2, 

if water cooling), indeed making it a very attractive device due to its compactness and light weight. 

Under these conditions the difference between the temperature of the wall and the air does not 

exceed 63°C. The heat transfer from the foam to the fluid will increase as either the porosity 

decreased (thus increasing surface area for heat transfer) or as the relative density (ρ) increases 

(thus increasing heat conduction through the ligaments) or as the velocity of the fluid increases 

(fig.5). 

 

 

Fig.  5. Heat flux dissipation plotted against flow velocity, for 10 PPI porous density and porosities 

ε=0.918, 0.794 and 0.682. 

 

Bigger heat dissipative was obtained for higher velocities and for foams with higher surface area 

densities or lower porosity. With σ>1000 m2/m3 even at very low densities (ρ=0.02), the conclusion 

drawn from these results is that open-celled metal foams well qualify as compact heat exchangers. 

Compact heat exchanger generally require σ>700 m2/m3 and are essential in applications where 

the size and weight of the heat exchanger is constrained due to design considerations. The 

average heat transfer coefficient is defined as [9]: 

  
 

      
      (2) 

where     is the average wall temperature, measured by the thermocouple,    is the average value 

of the fluid temperature, calculated as the mean of the inlet    and the outlet    , temperature of 

the air in the test section. For metal foams α depends on the fundamental variables: foam density, 

channel width, fluid velocity, etc. the simulated values of α is much larger than that measured by 

experiments. The overestimates may be attributed to the simplifying assumptions of the model in 

order to obtain simple solutions. 

For turbulent flows which are expected to occur in metal foams, the convective heat transfer 

coefficient calculated from equation (2) is typically on the order of 102   104 W/mK. It is noticed that 

at the same porosity, the thermal convection coefficient is higher if the porosity density is higher, 

the difference between them increases with decreasing speed (fig.6).  

 

0 

1000 

2000 

3000 

4000 

5000 

6000 

7000 

8000 

0 0,5 1 1,5 2 2,5 3 

H
e
a
t 

d
is

s
ip

a
ti

o
n

 [
w

] 

velocity [m/s] 

10 PPI, ε=0.918 10 PPI, ε=0.794 10 PPI, ε=0.682 



ISSN 1453 – 7303                                                                   “HIDRAULICA” (No. 3/2015) 
Magazine of Hydraulics, Pneumatics, Tribology, Ecology, Sensorics, Mechatronics 

 

  
37 

 
  

 

Fig. 6. Heat transfer coefficient plotted against flow velocity, for 10 and 40PPI porous densities and porosity 
ε=0.921. 

 

For air at atmospheric pressure and room temperature with vmax.=3.5 m/s, one calculates from 

equation (2) that αmax.=665 W/(m2K). At the same time, it can be observed that at the same speed 

and porosity density, the thermal convection coefficient grows with decreasing porosity and 

increasing relative density (fig.7, 8). 

 

 

Fig. 7. Heat transfer coefficient plotted against flow velocity, for 10 PPI porous density and porosities  
ε=0.918, 0.794 and 0.682. 

 

 

Fig.  8. Heat transfer coefficient as a function of relative density, for 10 PPI porous density and porosities  
ε=0.918, ε=0.794 and ε=0.682. 
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Pressure drop per unit length for porous media may be expressed using Forchheimer equation: 

2

ff vv 


f
Ff

K

c

KL

P




     

(3) 

where  ∆p/L - pressure drop per unit length, μf - fluid viscosity, K - permeability, vf - velocity,          

cF - inertial coefficient, ρf - fluid density. 

The pressure drop is also influenced by the porosity, the density of porosity and the fluid velocity 

and thickness. At the same porosity density the pressure drop is influenced by the flow rate of 

working agent and thickness. At the same porosity and flow rate, the pressure drop increases with 

the density of porosity (fig.9).   

 

 

Fig. 9. Comparison between simulated pressure drop data at different velocities, for 10, 20 and 40 porous 
densities and porosity ε=0.927. 

 
As seen compression has profound effect on the pressure-drop behavior of compressed foam. As 

expected, those foams which possess the highest solid fraction (highest porous density and lowest 

ε), generated the largest pressure drop (fig.10). 

 

 

Fig. 10. Comparison between simulated pressure drop data at different velocities, for 10 PPI porous density  
and different porosities ε=0.918, ε=0.794 and ε=0.682. 
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The predicted pressure drop are plotted in fig. 11, as functions of relative foam density ρ, for air at 

T2 =22°C flowing across the duct filled with aluminum foam. These results are generally in 

agreement with the experimental measurements by [8]. 

Whilst a foam having the smallest cell size a=0.5mm (40PPI), and highest relative density ρ=0.079 

maximizes heat transfer it unfortunately also maximize pressure drop. The predicted minimum 

pressure drop occurs at a relative density equal to 0.016 (10 PPI) for aluminum ERG foams. 

A high pressure drop not only increases the operational cost but often also leads to intolerable 

noises. One of the advantages of designing exchangers with foams is that they still have excellent 

heat transfer coefficient even if the mean flow velocity falls below the critical value required to 

maintain turbulent flow. Also, the foam itself may act as a noise suppressor due to its sound 

absorption capabilities. 

 

 

Fig.  11. Pressure drop as a function of relative density ρ=0.016(10 PPI), 0.027(20PPI) and 0.079(40 PPI). 

 
The heat transfer performance of the foam may be best characterized by a non-dimensional index 
I1 combining both α and Δp [9]: 

   
 

  

 

  
†       (4) 

 

 

Fig.  12. The index of the foam performance as a function of relative density ρ=0.016(10 PPI) and 0.079(40 
PPI). 
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Fig. 12 plots the index of the foam performance I1, as a function of foam relative density ρ. Clearly 
there exists an optimum foam density which would maximize I1. The cell size (a), does not affect 
ρoptim but at a given density foam with larger cell size perform better than those having smaller cell 
size. If the weight of an heat exchanger is cause for concern in applications such as airborne 
equipments, the appropriate index for performance scaling may be taken as I2=I1/ρ. Here, the best 
performance is achieved by a foam with ρ→0 having the largest cell size [9]. 
In any heat exchanger design, the heat convection performance of the heat exchanger must be 

weighed against the energy required to operate the system, which is the pumping power in this 

configuration. In fig. 13 the optimal design is that which minimize the distance from the point to the 

origin of the plot [15].  

 

 

Fig. 13. Plot of the required pumping power against the corresponding thermal resistance. 

 
This point was obtained by foam with 40PPI porous density and for a thermal resistance of 0.129 
K/W. The metal foam heat exchangers decreased thermal resistance by nearly half when 
compared to currently used heat exchangers designed for the same application.   

4. Conclusions  

The simulated model is applied to evaluate the heat transfer efficiency of open-celled foams as 
heat sinks for power electronic components. The investigations were carried out for different types 
of open-cell porous aluminum having different geometrical characteristics: porosity, pore density 
and different flow rates of coolant. Through numerical simulation were identified optimal geometric 
characteristics necessary for this type of exchanger to achieve the most efficient cooling of 
electronic equipment that it serves, in terms of pressure drop as low as possible.  
An interpretation of results was carried out, in order to apply the conclusions that result from the 
present research on the existing types of open cell porous aluminum heat exchangers and the 
design of new ones. Solutions for the overall heat transfer coefficient and pressure drop as 
functions of cell morphologies and other relevant heat transfer parameters are obtained, which can 
be used to guide the design of optimum cellular structures that maximize the heat transfer rate per 
unit pumping power (the energy expended driving the convective flow). 
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Abstract: Pressure control valves are used in fluid power systems to control the operation of the hydraulic 
system. The time response of a hydraulic system is the integrated result of the response times of all of the 
components used in the system. The ability to understand and manage the valve performance 
characteristics like transient response, pressure-flow are important in automation and heavy industrial 
processes. In this paper, part of experimental research work carrying out on the two stage pressure relief 
valve is presented. 

Keywords: Cracking pressure, Pilot valve, Pressure override, Relief Valve, Two stages, Transient response. 

1. Introduction 

Considering safety and accuracy reasons, it is required to control pressure in hydraulic system as 
quick as possible. Hence to know the response, sensitivity and performance consistency of the 
pressure control valves are very much essential. These factors play major impact in the precision 
hydraulic control systems. 
The approaches adopted to study the performance of the valves are mainly experimental and 
computer numerical simulation study. Many researchers have experimented and analyzed the 
valves for the fluid characteristics, operating parameters, and the coefficients such as discharge 
coefficient and pressure loss coefficient .From the viewpoint of practical application, this method is 
more reliable and suitable, since the real situations are usually simulated in the experiments.  
A pressure control valve can be used to limit the maximum pressure (a relief valve), to set a back 
pressure (a counter balance valve), or to pass a signal when a certain pressure has been reached 
(sequence valve). The principal feature of most pressure controls is that the hydraulic forces are 
resisted by a spring. 

2. Pressure Relief Valve 

The most widely used type of pressure control valve is pressure relief valve, since it is found in 
every hydraulic system. It protects the system against overpressure, which may occur due to 
excessive actuators loads or due to the closing of the valves. It is normally a closed valve whose 
function is to limit the pressure to a specified maximum value by diverting pump flow back to the 
reservoir. 
Direct operated pressure control valves are limited as the flow increases due to the space required 
for the control spring. A larger flow requires a larger poppet or spool diameter. The area and hence 
the spring force increases proportionally to the diameter squared. In order to keep the space 
required for these valves down to a sensible level, two stage (pilot operated) valves are used. 
 Two stage valves is a pilot operated relief valve which gives good regulation of pressure over a 
wide range of flow.  They are used to limit the operating pressure or limit and unload the operating 
pressure by means of solenoid operation. 

3. System response and stability 

Rapid response is generally an essential requirement of a hydraulic servo system. However, if the 
response is too rapid the system can become unstable, in which case damping has to be 
introduced. The necessary degree of system damping for stability will depend upon: 
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 The system response 
 The load inertia 
 The back-lash of the system 

A system is said to be ‘underdamped’ when the output resulting from a step input is oscillatory but 
ultimately reaching a steady condition. Critical damping is that at which the system just ceases to 
oscillate and the output achieves a steady state in the minimum possible time. When the damping 
is greater than the required for critical damping the system is said to be ‘overdamped’. 

4. Operational description   

The pilot valve is a direct operated pressure relief valve. The pressure present in system line P 
acts on main spool. At the same time, the pressure is fed to the spring-loaded side of the main 
spool via control lines containing orifices and also to the poppet element in the pilot valve. 
 

 
Fig. 1. Sectional view of the valve (PPRV20) 

 
If the pressure increases in system line to a above that set by spring, poppet element opens 
against spring. It creates unbalance on the main spool and it will lifts off its seat to permit larger 
flow into the tank. Since main spool compresses only the light spring, and hence very little override 
occurs compared to the single stage pressure relief valve. 
This valve can be observed as a system consisted of three subsystems: main spool 1(cylindrical 
poppet) , pilot poppet 4 and fixed orifices 7,8. In neutral position both pilot poppet and main spool 
are closed under the influence of the springs 3 and 5, and there is a balance of forces at the 
closing element of the main spool 1. When inlet pressure will reach higher value than the preset 
spring force 5 of the pilot poppet, the closing element of the pilot poppet 2 is opening and through 
the orifices there is beginning to flow some little amount of pilot flow.  
The pressure in the upper part of the main spool is maintaining approximately constant by the pilot 
poppet. With further increase of the inlet pressure the pressure drop continues to increase and 
main valve relieve the major flow to the tank.  

5. Experimental Investigation  

Two Stage Pressure Relief Valve tested on the developed experimental setup to investigate the 
transient response of the valve. On the existing double-pump hydraulic test rig, arrangements were 
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made shown in the Fig.5. It consists of a high-pressure, low volume pump P1 in conjunction with a 
low-pressure, high-volume pump P2. Two pressure transducers and output data logger digital 
storage oscilloscope (DSO) is used to record the pressure transient response of the valve. 
Application of this system is used where wide range pressure – flow regulations required. This 
system eliminates the necessity of having a very expensive high-pressure, high-volume pump. The 
valve fitted on the hydraulic test rig as shown in the fig. Before switching on the system, all the 
pressure relief valves kept open. Then pressure built on the system by energizing the solenoid 
valve to close. The maximum pressure of the system set by operating the relief valves. Test valve 
loaded by setting the cracking pressure, which is lower than the system pressure. 
When solenoid directional control valve is energized, the pressure built in the line of pressure relief 
valve. Once the pressure exceeds the set pressure, test valve gets cracked and releases the flow 
back to the reservoir. During this process, transient response of the valve is observed through the 
data acquisition system. Here through the oscilloscope and pressure transducers, the transient 
response of the valve is studied. 
Fig.4 shows the hydraulic circuit of the test stand for determination of transient response of the 
specified pressure relief valve.  
 

 
Fig. 2. Test Rig Hydraulic circuit 

6. Results and discussion 

Here the transient response of the pilot relief valve and main relief valve investigated separately 
and plotted the graphs. 
Pilot valve Relief Pressure = 180 bar, Main valve Relief Pressure = 188 bar 
The following parameters are used for the determination of the response. 
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Delay time: The time required for the output to reach 50% of the steady Output. 
Rise time: The time required for the output to rise from 10% to 90% of the final output value  
Maximum overshoot: The time at which the maximum overshoot occurs. 
Settling time: The time for the system to reach and stay within a stated plus-and-minus tolerance 
band around the steady-state output  
Pressure peak pEmax: 

PEmax = Vm / pE * 100 

The maximum overshoot Vm is the largest deviation of the response from the set command value 
after the transient tolerance has been overshoot for the first time. 
 

     
    Fig. 3. Transient response of pilot relief valve                Fig. 4. Transient response of main relief valve 
        
 

                                                       TABLE 1: Response time 

Time in , msec Pilot Valve Main Valve 

Delay time ,  14 16 

Rise time 15 13 

Max  over shoot time --- ---- 

Settling time 70 67 

Pressure Peak 0.44 % 0.68% 

 
From the graphs it is observed that, overshoot not exist in the valve. There is a pressure decrease 
in front of pilot poppet after it cracks i.e. just open. Due to this pressure drop, imbalance occurs on 
the main cylindrical poppet and lifts off from the seat against the light spring.  It releases the major 
flow to the tank without much working on the oil.  
This is the first technical paper to present the new method to measure the pressure override 
characteristics of the valve in the form of transient response curves of both pressures in the form of 
graph. It is seen that, there is a reduction in the pressure, as pilot valve cracks and later it 
stabilizes to the set pressure. 
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Fig. 5. Pilot relief pressure v/s Main relief pressure             Fig. 6.Transient Response of both stages 

 
From the transient pressure curves, both the pressures of poppet relief valve and main relief valve 
remain same, till the pilot valve cracks. The pressure override of this valve is  8  bar  and which is 
less compared to the single stage relief valve. Pressure override is the difference between the 
cracking pressure or opening pressure and the pressure drop across the valve when it is passing 
the maximum rated flow at the same valve setting.  

7. Conclusion 

From this experimental investigation and literature survey, it concludes that its pressure override is 
less compared to the single stage pressure relief valve. The highlight of this research work is to 
correlate the pressures of both pilot relief valve and main relief valve in the form of graph. 
The ability to understand and utilize the response information obtained from the individual 
component manufacturers is very much necessary while observing the response of a whole 
hydraulic system. 
Based on the transient response curves, the dynamic behaviour of the valve is presented in the 
form of time response parameters. 
But on the other hand, this method is very expensive in time, manpower and facilities. For further 
research work, computer simulation is also used to investigate and validate with the experimental 
results. 
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Abstract: This paper presents the tests carried out on two dimensional types of pneumatic actuators to 
determine their dynamic characteristics, highlighting the main factors and methods influencing them. The 
paper presents only three of the tests that have been conducted on actuators. They are: 
- response to step signal in three points of the stroke, at constant pressure - 8 bar; 
- response to sine wave signal having initial amplitude, from minimum to maximum value, for three stroke 
values;     
- determining the minimum starting pressure for the pistons of pneumatic actuators for both directions of 
travel (rod chamber and piston chamber). 

Keywords: pneumatic actuators, dynamic performance, influencing factors 

1. Introduction    

In recent years in the Laboratory for Pneumatics of Hydraulics and Pneumatics Research Institute 
INOE 2000-IHP there have been research concerns about medium pressure pneumatic actuators. 
There have been developed testing methodologies and test devices for them.    
The tests carried out on two dimensional types of medium pressure pneumatic actuators (DNCKE-
100-200-PPV-A, respectively DNCKE-40-130-PPV-A), highlight the main influencing factors and 
methods concerning their dynamic behavior, under no load, and they have consisted in [1],[5]:  

a. response to step signal in three points of the stroke, at constant pressure - 8 bar; 
b. response to sine wave signal having initial amplitude, from minimum to maximum value, 

for three stroke values; 
c. determining the minimum starting pressure for the pistons of pneumatic actuators for 

both directions of travel (rod chamber and piston chamber). 

2. Presentation of the experimental test bench 

It consists of (see Fig. 1):   
1. Compressed air supply-compressor + air preparation unit GPA    
2. Testing device consisting of: Frame; Medium pressure actuator -ALP; Reflex 

displacement transducer -TDR; Pressure transducers -TP1 and TP2; Proportional 
directional control valve - DP 

3. Computerized data acquisition system. 
 

Fig. 1. Bench for testing the DNCKE-100-200-PPV-A 
medium pressure actuator 

Fig. 2. Pneumatic circuit diagram of the test bench 
in dynamic regime  
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The testing software, developed in LabVIEW, consists of block diagrams conducting the test in 
automatic mode. The results consisting of charts and databases are automatically saved.    
On the input of USB-6218 data acquisition board there are inserted voltage-type signals from the 
pressure transducers (corresponding to the two chambers of the actuator under tests) and the 
(reflex) displacement transducer [3]. One of the two analog signal outputs of the acquisition board 
is used to drive the proportional directional control valve in the testing diagram.    
Feeding the electromagnets of the proportional equipment, the sensors and data acquisition board 
is done from a 2-channel power supply, Figure 3. 
 

 
 

 

Fig. 3. 2-channel power supply    Fig. 4. Block diagram of automatic control system 
 
In the automatic control system used to drive the pneumatic actuators, the automatic regulator 
(RA) is meant to operationally process the error signal ε (resulted following the linear – additive 
comparison between input parameter xi and response parameter xr in the comparison element) 
and to generate an output control signal xc for the execution element. It is located on the direct 
route between the comparison element and the execution element (the actuator), according to the 
block diagram of automatic control system shown in Figure 4 [4].      
Current information on the automated process is obtained by means of the response transducer 
TR and it is processed by the automatic regulator RA in compliance with a certain law which 
defines the algorithm for automatic control (the adjustment law).    

3. Presentation of tests conducted and results achieved  

a. Response to step signal in three points of the stroke, at constant pressure  
The software diagram for determining the response to step signal, developed in LabVIEW, is 
shown in Figure 5. 
 

 
Fig. 5. Software diagram for determining response to step signal, developed in LabVIEW  
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The tests are conducted at working pressure of 8 bar, in 3 points along the stoke, namely 30%, 
60% and 100% of stroke value mentioned by the manufacturer of the actuators, for different 
values of proportionality factor kc of the PID automatic controller.         
In window 1 (screenshot), Figure 6, there are highlighted:  prescribed position, achieved position, 
speed, amplitude variation over time, values of PID parameters of the automatic controller, step 
value.   
In window 2, Figure 7, there are highlighted: pressures in piston chamber -p1 /rod chamber -p2, 
amplitude, values of PID parameters of the automatic controller, step value, time length of the 
test.   
 

Fig. 6. Window 1 of the application - DNCKE-100-
200-PPV-A medium pressure pneumatic actuator 

Fig. 7. Window 2 of the application - DNCKE-100-
200-PPV-A medium pressure pneumatic actuator  

 
The graphs obtained by running the software, for the two windows of the application, are shown in 
Figure 8. 
 

  

 
Fig. 8. The shape of graphs obtained during tests concerning the response of the 

 DNCKE-100-200-PPV-A medium pressure pneumatic actuator to step signal   
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b. Response to sine wave signal having initial amplitude, from minimum to maximum 
value, for three stroke values    
The software diagram for determining the response to sine wave signal, developed in LabVIEW, 
is shown in Figure 9. [2]  
The tests are conducted at working pressure of 8 bar, in 3 points along the stoke, namely 30%, 
60% and 100% of stroke value mentioned  by the manufacturer of the actuators, for different values 
of proportionality factor kc of the PID automatic controller.   
 

 
Fig. 9. Software diagram for determining the response to sine wave signal, developed in LabVIEW  

 
In window 1, Figure 10,  there are highlighted:  prescribed position, achieved position, speed, 
amplitude variation over time, values of PID parameters of the automatic controller, status of the 
signal generator.   
In window 2, Figure 11, there are highlighted: pressures in piston chamber -p1 /rod chamber -p2, 
amplitude, values of PID parameters of the automatic controller, status of the signal generator, time 
length of the test.  
The graphs obtained by running the software, for the two windows of the application, are shown in 
Figure 12.   
 

 
Fig. 10. Window 1 of the application - DNCKE-100-
200-PPV-A medium pressure pneumatic actuator 

Fig. 11. Window 2 of the application - DNCKE-100-
200-PPV-A medium pressure pneumatic actuator  
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Fig. 12. The shape of graphs obtained during tests concerning the response of the  
DNCKE-100-200-PPV-A medium pressure pneumatic actuator to sine wave signal 

 
c. Determining the starting pressure 
The software diagram for determining the starting pressure, developed in LabVIEW, is shown in 
Figure 13.     
Starting pressure was determined by gradually increasing the supply pressure of the actuator under 
tests from a ZERO value, while runing the software which tests the response to step signal.[5] 
Upon reaching the starting pressure, on the graph of the application there occurs a leap in the step 
signal.   
In the application window, Figure 14, there are highlighted: stroke value, pressures in piston and 
rod chambers, status of the signal generator, time length of the test.      
The graphs highlighting the starting pressure for the piston chamber / rod chamber of the DNCKE-
40-130-PPV-A actuator are shown in Figure 15.     
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Fig. 13. Software diagram (graphics) for determining the starting pressure  

 

 
Fig. 14. Window of the application for determining the starting pressure  

- DNCKE-40-130-PPV-A actuator 
 
4. Conclusions   

1. Experimental research on main factors and methods influencing the dynamic behavior of 
medium and high pressure pneumatic actuators has been carried out on two dimensional types of 
medium pressure pneumatic actuators (DNCKE-100-200-PPV-A, respectively DNCKE-40-130-
PPV-A).    
2. Tests concerning the response to step and sine wave signal, determination of starting pressure, 
influence of parameters of the automatic regulator within the automatic control system (PID) have 
been run in the LabVIEW environment.  
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              Piston chamber starting pressure                Rod chamber starting pressure  

Fig. 15. Graphs of starting pressure for the DNCKE-40-130-PPV-A actuator   
 
3. Influence of sizes, type of seals and the materials they are made of, the level of processing 
(surface quality of cylinder liners and their rods), quality of working fluid on dynamic performance of 
actuators has been analyzed on the basis of research performed in the field and presented in 
scientific literature.    
4. Temperature of the working fluid has been maintained rigorously at the standard value of 25 0C. 
5. Working pressure (at the input of actuators’ chambers), controlled by the pressure regulator 
within the air preparation group, has been 8 bar. 
6. The automatic controller used has been P (proportional) type, the only variable factor of the 
automatic control system being the proportionality (amplification) factor kc.    
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Abstract: This paper examines the effect of cutting parameters (cutting speed, feed rate and depth of cut) 
onto the surface roughness of red brass during turning. Mathematical model was developed by using 
experimental data gathered from a series of experiments, based on full factorial design. The experiments 
were performed on red brass using HSS tool. Exponential model based on regression analysis were 
developed in this study. It was concluded from the study that the feed rate is the most dominant factor 
affecting the surface roughness followed by depth of cut and cutting speed. The model developed was 
evaluated for its competence using statistical methods, coefficient of determination (R

2
), mean absolute error 

(MAPE) and mean square error (MSE).  

Keywords:   brass, cutting force, regression, surface roughness, turning 

1. Introduction  

Brass and brass alloys are widely used as industrial materials because of their excellent 
characteristics such as high corrosion resistance, non-magnetism and good machinability e.g. in 
bushes, ball valves, butterfly valves etc. of hydraulic devices. Surface roughness is an important 
parameter in evaluating the performance of the hydraulic equipment [1]. It is necessary to achieve 
a desired surface topography of a mechanical component during the machining operation, as the 
surface roughness influences significantly its tribological properties during its useful life. Good 
surface finish improves the wear and friction characteristics and also increases the fatigue life of a 
component. In order to predict surface roughness of a mechanical component it is essential to 
develop an appropriate mathematical model. Surface finish in turning has been found to be 
influenced in varying amounts by a number of factors such as feed rate, work material, 
characteristics, work hardness, unstable build up edges, cutting speed, depth of cut, cutting time, 
tool nose radius and cutting tool edge angles, stability of machine tool and workpiece-setup, 
chatter and use of cutting fluid [2]. Surface roughness is mostly based on cutting parameters 
(cutting speed, feed, and depth of cut) and sometimes some other parameters [3]. The various 
models for optimum surface roughness have been reported in the literature. These models are 
based on: multi regression technique, physics of the process, fuzzy set based technique, Neural 
network modeling (NNM) [4]. [5] used multiple regression to predict the surface roughness during 
hard turning of AISI 4340 steel. [6] investigated the effect of cutting parameters (cutting speed, 
feed rate and cutting time) on surface roughness and flank wear during the turning of AISI H11, 
using response surface methodology (RSM). [7] studied the performance and wear behavior of 
different cubic born nitride tools in finish turning of AISI 52100 steel. [8] developed ANN models to 
study the effect of cutting conditions on the surface roughness in turning of free machining steel. 
This necessitates a cutting process optimization to determine the optimal values of the cutting 
parameters, such as cutting speed, feed rate and depth of cut to fully evaluate the performance 
and life of the cutting tool. The literature survey reveals that lot of work has been done to model the 
surface roughness in turning operation using linear regression models, power law models, ANN 
etc. Conventionally ANOVA has been used to determine the influence of the cutting parameters on 
the surface roughness. The present paper intends to develop a model based on exponential law 
and demonstrates how the influence of the cutting parameters can be found without using ANOVA. 
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2. Experimentation and the exponential model  

In this study, cylindrical red brass bars of diameter 30mm and 150mm length as work piece 
material and HSS tool were used. The experiments were performed on Kiloshkar Enterprise 
1550 make lathe under dry conditions. A total of 27 (33) experiments were conducted on the basis 
of full factorial design methodology. The parameter chosen for the study were feed rate, cutting 
speed and depth of cut. The surface roughness was measured by Hommel Etamic WS roughness 
meter. The details of the data obtained from the experiments for red brass are given in Table. 1. 
 

 TABLE 1: Experimental data for model construction  

Feed rate(mm/rev)                                                       Depth of cut(mm) 

   v=840 (mm/min)  v=1000 (mm/min)  v=1280 (mm/min) 

   0.10 0.13 0.16  0.10 0.13 0.16  0.10 0.13 0.16 

 0.40  2.610 2.906 3.126  2.396 2.646 3.271  3.076 3.318 3.566 

 0.80  2.569 2.532 2.542  2.426 2.626 2.919  2.666 2.854 3.081 

 0.12  2.896 3.064 3.093  2.856 3.105 3.573  3.296 3.210 4.109 

 

The model of predicted surface roughness,    can be expressed as Eq. 1 

       
      

             (1) 

where                       are the model parameters and cutting parameters respectively. 

Eq. (1) can written as  

      
    

    
        

       (2) 

The parameters considered in the present study were cutting speed (v), feed rate ( f ) and depth of 
cut (d). Thus Eq. (2) can be written as  

       
   

   
       (3) 

using logarithmic transformation, Eq.(3) can be written as Eq. (4). 

                               (4) 

                        (5) 

The model parameters in Eq. (5) were obtained by least square method (            ). 
Accordingly Eq.(6) was obtained. 

                                     (6) 

3. Results and discussion 

The experimental and predicted surface roughness is shown in Fig.(1). It is clear from the Fig(1) 
that the predicted and experimental values of surface roughness are very close to each other. The 
accuracy of the proposed model was assessed by the statistical methods using coefficient of 
regression (R2) mean square error (MSE) and mean absolute error (MAPE) as tabulated in      
Table 1. 

 
                                                                                 TABLE 2: Statistical parameters of proposed model 

R2 MSE MAPE 

99.84% 0.4035 3.2254% 

  
It is clear from the Table. 1 that the proposed model  has very high coefficient of determination R2, 
very small mean square error  and mean absolute percentage error . These parameters of the 
model are indicative of the fact that the model is capable to predict the surface roughness with high 
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accuracy. In order to find the influence of each machining parameter on surface roughness Eq. (6) 
was used to evaluate   

 
   

  
 
   

      
   

  
 
   

     
   

  
 
   

   

 

 

Fig.1. Predicted and experimental values of surface roughness 

 
It was found that   

 

  
   

  
 
   

       
   

  
 
   

     
   

  
 
   

         (7) 

 
It was concluded from Eq. (7) that the most dominant factor that influences surface roughness,    
is feed rate, f followed by depth of cut, d and least by .cutting speed, v.  Also             

 
   

  
 
   

                          
   

  
 
   

                                     
   

  
 
   

      

The above inequalities indicate that the surface roughness increases with increase in feed rate and 
cutting speed and decreases with increase in depth of cut.  

4. Conclusions 

The present investigation focused on surface roughness prediction and analysis during turning of 
red brass using HSS tool. This analysis was carried out by developing surface roughness model of 
Ra using exponential function with feed rate, speed and depth of cut as process parameters. The 
model developed has only four unknown model parameters. The existence of highly non-linear 
relationship between the surface roughness and process parameters justifies the use of 
exponential function. On the basis of R2, MAPE and MSE it was concluded that the model is in 
good agreement with the experimental data. It was also concluded from the analysis that the 
surface roughness is highly sensitive to the feed rate.    
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Abstract: The growing usage of hydraulic servo technique involves optimizing the elementary components 
of these types of devices. The paper presents the results of a study on hydraulic resistance, achieved by 
mathematical modeling and numerical simulation, CFD. We have studied three types of bushings and 3 
types of piston forming different geometric resistant fed in turn with three different pressure values. There are 
shown the formation and dissipation of fluid jets that appear in the flow through the variable resistance. 

Keywords: CFD, hydraulic resistance, servo-hydraulics 

1. Introduction 

Precision hydraulic actuators have the beginnings in 1955, when J.F. Blackburn publish at 
Massachusetts Institute of Technology the "Fluid Power Control". The importance of this research 
lies in the fact that the work founded the servo-hydraulics, marking the moment when the 
conventional hydraulic actuators were developed for servo drives (servo-hydraulic) and then for 
proportional hydraulics. The difference between proportional hydraulic equipment or servo-
hydraulic and classic hydraulics is in the first two cases, by opening a variable hydraulic resistance 
the flow can be controlled continuously, eventually, the velocity of the fluid in a hydraulic system. 
This cannot be achieved in conventional hydraulics. The difference between proportional and 
servo-hydraulic equipment is represented by technological achievements and the coverage of the 
hydraulic resistance (Fig.1). 
As shown in Fig. 1, for zero coverage, the width of the sleeve, t, and the width of the spool, a, are 
equal, t>a of the negative cover and t <a for positive coverage. The appearance of the coverage is 
reflected in the variation of the flow rate, according to the opening resistance. Thus, for negative 
coverage, the middle position is characterized by a flow, Q0.Positive coverage is characterized by 
a movement, y0 for which there is no flow. It is noted that the only situation in which for a reference 
displacement, y occurs flow and movement of the spool without parasite flow Q0 if coverage is "0". 
The usage of zero coverage resistances was limited at first by the technological possibilities for 
achieving them. This is why the proportional hydraulics technique was used. The years 1970-1990 
were characterized by proportional hydraulics research. The technological advances of the last 
decades have led to the use of systems "servo" research in medical and energy production 
directions [1],[4],[5]. 
 

 
Fig. 1. Flow variation depending on spool displacement a) zero coverage (servo-hydraulics); b) negative 

coverage (conventional hydraulics); c) positive coverage (proportional hydraulics) 

59 	
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2. Objectives 

At the base of the manufacture of hydraulic energy control equipments, also called hydraulic 
control valves are the resistances. Given this and the fact that there are targeted superior static 
and dynamic performances, there is made an in-depth study and research of all aspects 
influencing parameters for fluid flow through the hydraulic resistance. The need to know these 
issues is given primarily by the automation of the industrial process, where hydraulic systems are 
in big number of applications. Also the predictability of the static and dynamic behaviour of 
hydraulic power control devices require knowledge of these issues. 
This paper proposes to study the static and dynamic behaviour of a hydraulic resistance with spool 
and sleeve with holes, based on numerical simulations. The numerical simulations conducted will 
help to understand, visualize and analyze the phenomena occurring, during the fluid flow through 
hydraulic resistance formed. Thus, they are traced and can be interpreted the fields and gradients 
of pressure and velocity. It will be analyzed the formation of fluid flow and of vortices, where the 
situation will be such. 
The program involves geometric modeling numerical simulation of hydraulic resistance sleeve with 
holes and spool design using SolidWorks software and then was used the module Fluent, ANSYS. 
The study objective is to optimize the sleeve’s holes geometry, so for small openings command to 
have turbulent regime, the hydrodynamic forces as smaller as possible, and, where possible, to 
avoid the appearance of cavitation. Numerical analysis of CFD (Computational Fluid Dynamics) 
helps us in this regard by viewing flow and phenomena that occur during it without actually 
manufacture the resistance. 

 
3. Mathematical modeling  

To study the flow through hydraulic resistance spool and sleeve with holes were designed several 
CAD models. A body has been modeled, three types of sleeve holes (circular, rectangular and 
triangular), and three patterns of piston (control edge bevel at 30°, 45° or 60°), there were made 
various combinations of these, to study the flow through them. The inlet pressure was considered 
20 bar, 30 bar, 35 bar and 40 bar, the control openings of 0.1 mm, 0.2 mm, 0.3 mm, 0.4 mm and 
0.5 mm. Was chose, small openings control, because in this area the effects of hydrodynamic 
force disrupts the dynamic behaviour but also because of the potential of cavitation due to 
pressure drop. 
The simulations that will be presented below are made for the following combinations: circular 
holes and piston 30º, 45º or 60º,rectangular holes and piston 30º, 45º or 60º and triangular holes 
and piston 30º, 45º, 60º respectively at all openings and input pressures considered above. 
The geometric models were designed using SolidWorks software and the simulations being carried 
with Fluent, ANSYS. The steps that were followed are: Defining the computational domain 
(representing the physical space), Defining the hydraulic oil used, Meshing the fluid domain. 
Figures 2 and 3 show the models of sleeve or piston used. 

 

     

   a) cylindrical holes      b) rectangular openings 

 

c) triangular openings 

Fig. 2. Sleeves used 
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                              a) 30º                                    b) 45º 

 
c) 60º 

Fig. 3. Pistons 
 

From the imposed boundary conditions point of view, which have been implemented only by the 
values of the input or the output of the fluid. In this case, the input pressures were 20e5 Pa, Pa 
30e5, 35e5 Pa, Pa 40e5 and 101325 Pa output pressure (atmospheric pressure); was considered 
a hydraulic fluid density ρoil = 876 kg/m3 and kinematic viscosity ν = 45cSt. 
Turbulent flow is characterized by the variations in the speed fields, which mix the transported 
sizes, such as momentum and energy. The turbulence models help to simulate these fluctuations. 
The turbulence model chose for this study was, k-ε RNG (Renormalization Group). This model of 
turbulence arising from model k-ε, bringing the latter improved by including a term in addition to the 
equation ε, which gives a significant increase in precision and by implementing the theory of 
renormalization, which lets us to get satisfactory results if there are small Reynolds numbers [2]. 
In addition to the turbulence equations proposed, for the accurate modeling of flow the 
mathematical model contains also the continuity of mass equations, the Navier-Stokes equations 
(conservation of momentum) and the equation of speed in any point of the fluid. 

 

 
 
 
 
 
 
 
(1) 

where: v0 the velocity of fluid at input; 
vx,y,z – the velocity about Ox, Oy and Oz. 
 
4. Numerical analysis 

Regarding the flow regime, investigations start from the need of a turbulent regime, a flow 
coefficient (α) constant with a value as close to 1, it includes the value all hydraulic resistance. It is 
known that the proportionality between flow and the opening control is ensured only if both the 
pressure difference and flow coefficient are constant [3]. 
Flow coefficient, α, is constant only in turbulent flow regime. It will not depend on Re, but will be 
heavily influenced by the pressure difference. It is necessary to avoid laminar regime, as it 
depends on the temperature and thus the viscosity of the oil [3]. 
In the following part will be presented numerical simulation of the studied models. The fields are 
shown in a longitudinal section through the center of interest. Figure 4 is intended to highlight the 
fields studied. 
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a)    b) 

 

c) 

a) Overview b) Longitudinal section through the middle of the aperture c) Section for displaying the results 

Fig. 4. Hydraulic resistance assembly 

Fig. 5 shows the distribution of the pressure inside the hydraulic resistance that is formed in the 
whole body, sleeve with rectangular holes and piston with the control edge chamfered at 30°. 
Representations are available for opening 0.2 mm at various inlet pressures. 
 

 

Fig. 5. Pressure field (rectangular holes, and the active edge chamfered at 30 °. Inlet pressure: a) 20 bar; b) 
30 bar; c) 35 bar; d) 40 bar. 
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In Fig. 6 is shown the speed distribution of the assembling with three sleeves having holes with a 
control edge chamfered at 30°. Opening command is 0.2 mm and the inlet pressure is 20 bar. The 
highest values were recorded for the combination of the sleeve with cylindrical apertures, about 69 
m/s (Fig. 5a), then assembling the sleeve with triangular openings, about 67 m/s (Fig. 5c), and the 
low speed values occurred at the rectangular holes, 66 m/s (Fig. 5b). It is noted that the values are 
close but very different the form of the jet that cross the considered resistance. As if a) the jet is 
dispersed almost immediately after passing the resistance, in the other two situations the jet is 
"sticking" to the walls of the spool, much more when the sleeve have rectangular holes. Also in the 
latter two cases, recirculation zone is observed, which leads to slower the oil flow. 

 

a) Circular holes      b) Rectangular holes 

 

c) Triangular holes 

Fig. 6. Velocity distribution for 30o chamfer 

The velocity field is compared if inlet pressure is 40 bar and active edge sloping at 45°; the 
conclusions drawn from the analysis of all results obtained by combining together the 3 pistons 3 
bushings, with a pressure of 20, 30, 25, 40 bar, for a small opening of 0.2 mm are presented in the 
following. 

 

a) Circular holes      b) Rectangular holes 

Fig. 7. Velocity distribution for 45o chamfer 
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c) Triangular holes 

Fig. 7. Velocity distribution for 45o chamfer (continued) 

5. Conclusions  

As seen in the pressure field in each case there is a sudden pressure drop in the minimum section, 
reaching negative values. This is an alarm in the occurrence of cavitation phenomenon. 
As the value of the inlet pressure increases, it is evident that the velocity of the oil will increase the 
value. Regarding the speed values recorded, the results provided by simulations is not much 
different between them, regardless of the geometry of the hole. 
According to the orientation of the velocity vector and the jet shape, it can be seen that in the case 
of circular apertures the fluid jet is dispersed almost uniformly on the surface of the sleeve and 
spool, when leaving the beveled edge. In the other two cases, the fluid stream tends to be closer to 
the edge of the control spool; in the assembly of sleeve with rectangular apertures, the fluid jet is 
observed as it is joined to both the sleeve and the plunger. This aspect allows the formation of 
vortices in the upper part of the enclosure. 
In the case of the sleeves with circular and triangular holes, the fluid jet is sticking by the control 
edge of the hydraulic resistance. When the jet reaches the stem of the spool, it begins to fall apart. 
For the case of the sleeve with rectangular apertures, the jet of fluid is attached to both: the control 
edge and its rod. It also appears, a fluid recirculation due to the meeting with the second control 
section of the spool, eddies areas where fluid decelerates. 
For chamfered edge at a greater angle, the oil speed increases through resistance which leads to 
a decrease in static pressure in the minimum section pass. 
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Abstract: This paper has as main subject presenting some theoretical and experimental researches 
regarding the dynamic behaviour of the tilling aggregates. These are made of a tractor and an attached plow 
that allow emphasizing the influence of the work width adjustment system over the dynamics of the tilling 
aggregates when moving on different types of soil, in different work conditions. 

Keywords: dynamics, tilling, aggregate 

1. Introduction 

External forces acting on a vertical-longitudinal plane on a tilling aggregate that has an accelerated 
motion when climbing on a tilted surface at an angle of α, in respect to the horizontal, represents 
the equivalent dynamic model of the aggregate.  
In this paper there are presented a theoretical research over the dynamics of the towed tilling plow 
and a theoretical research of the dynamics of the tilling aggregate made of a tractor and a towed 
plow with and without the copying wheel. 

2. Theoretical researches on the dynamics of the towed plow 

In Figure 1 there is presented an equivalent dynamic model [1], [2] of a towed plow with three 
mouldboards that is moving with an accelerated motion on a soil with tilted surface at an angle of 
α, in respect to the horizontal. The plow is equipped with a copying wheel and it is attached to the 
suspension mechanism in three points.  

 

Fig. 1. Diagram of the forces acting on the towed plow, with copying wheel, 
in vertical-longitudinal plane when moving with accelerated motion on a tilted terrain 

 
Instantaneous rotation centre in vertical plane, CIRy, is located at the intersection point of the 
central axel axis with the lower axels plane. The plow has the working depth of a; working width of 
a mouldboard is b (working width of the plow is B = 3b) [1]. 
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Component Fx, parallel to soil’s surface, represents the traction resistance force of the plow, that 
can be experimentally determined (through field or laboratory measurements) or through analytical 
calculus using the following equation: 
 

                (1) 
where: 
 k – global specific tilling resistance coefficient; 
 a – working depth; 
 b – working width of the first mouldboard; 
 n – total number of mouldboards. 
 
Component Fz , perpendicular to soil’s surface, of the tilling resistance force is determined using: 
 

                 (2) 
 

where: 

   – angle between the two components of the tilling resistance force. 
 For normal working conditions, it is considered that: 
 

                      (3) 
 
The force acting on the disc knife has two components: one parallel with soil’s surface, Fcx, and 
one perpendicular to soil’s surface, Fcz. The dependency between the two components of the 
cutting resistance force is given by: 
 

                 (4) 
 
where: 
    – rolling resistance coefficient of the disc knife. 
 
The force acting on the copying wheel has two components: one parallel to soil’s surface, Frx and 
one perpendicular to soil’s surface, Frz. Component Frx represents the rolling resistance force of the 
copying wheel, being dependent on the size of the copying wheel, on the soil’s characteristics and 
on the wheel load [3]. The dependence between the two components of the resistance force that 
acts on the copying wheel is given by: 
 

                 (5) 
 

where: 
    – rolling resistance coefficient of copying wheel. 
 
Components of the forces F1 and F2 acting on coupling points 1 and 2 of the suspension 
mechanism axels onto the aggregate’s chassis can be written to each other using equations (6) 
and (7):  
 

                    (6) 
 

                    (7) 
 

Given the above, the equilibrium equations can be written as: 
 

                                        (8) 
 

                                               (9) 
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                                                       (10) 
 
The system formed by the equations (8), (9) and (10) is a linear system [2] having three unknowns 
and can be a compatible determined system, the unknowns being the forces acting on the coupling 
points 1 and 2 of the suspension mechanism axels onto plow’s frame (F1x, F1z, F2x and F2z) and the 
forces acting on the copying wheel (Frx, Frz) and Mrr torque. Solving through algebraic methods the 
system of equations it can be found the three unknowns: F1x, F2x and Frz. 

3. Theoretical researches on the dynamics of the tilling aggregate made of a tractor and a 
towed plow with copying wheel 

In this case, the plow is equipped with a copying wheel and it is attached to the suspension 
mechanism with three coupling points (functioning in a floating regime), having the instantaneous 
center of rotation in vertical-longitudinal plane, CIRv, located at the intersection point of the central 
axel’s axe with the lower axels plane.  

 

Fig. 2. Dynamic model, in vertical-longitudinal plane, of the tilling aggregate with towed plow  

equipped with a copying wheel (without automatic adjustment) 
 

It is given a system of coordinates XOZ, having its origin in point O2, representing the point of 
contact with the soil of the rear axel’s wheels, where OX axis is parallel to the moving direction of 
the aggregate.  
Therefore: 

               (11) 
where: 
 Gt – tractor’s gravity force; 
 

              (12) 
 

 Fit – inertia of the tractor: 
 

       
  

  
        (13) 

 
Fim – inertia of the aggregate: 

 

       
  

  
        (14) 
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Since the suspension mechanism [4] is working in floating regime, the plow has the possibility to 
rotate in vertical-longitudinal plane around the instantaneous center of rotation, CIRv, following the 
unevenness through the copying wheel’s profile, keeping constant the working depth a. Therefore, 
the tractor-plow system is supported on the wheels of tractor’s axels as well as on the copying 
wheel of the plow. Load forces acting on the tractor’s axels are given by the torque equations of 
the forces acting on the tractor, in respect to points O1 and O2. 
 

   (15) 
 
The system of equations given above represents the mathematical model that describes the 
system’s dynamic behavior in vertical-longitudinal plane, when moving on a tilted terrain having 
constant speed. This mathematical model can be used for analyzing (computer simulation) the 
rollover stability, provided that the load on the front axle to be at least 20% of tractor’s weight. 
Given the equations above, it results that using a copying wheel only some of the forces of the 
aggregate are transferred onto the tractor because a part of these are being taken by the copying 
wheel. 

4. Theoretical researches on the dynamics of the tilling aggregate made of a tractor and a 
towed plow without copying wheel 

Given the case when the tractor is a part of the tilling aggregate and the plow is not equipped with 
a copying wheel (as shown in Fig.3), the suspension mechanism is operates in an automatic 
control regime (for force, position or mixed). 
 

 

Fig. 3. Dynamic model, in vertical-longitudinal plane, of the tilling aggregate with towed plow  
without a copying wheel (automatic adjustment) 

 

The case when the towed plow is not equipped with a copying wheel implies that its entire weight 
along with vertical components of the forces that act on the working bodies are transmitted to the 
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tractor’s chassis through the suspension mechanism. Therefore, plow’s frame is attached with the 
tractor’s chassis [2].  
Total load on the tractor’s axels, ZT, is given by summing the reaction forces, Z1 and Z2, on the two 
axels, as follows: 
 

                                 (16) 
 
 
The reaction forces in the suspension points of the tractor’s drivetrain are determined from the 
torque equilibrium equations in respect with support points O1 and O2 of tractor’s axels, as follows: 
 

 (17) 
 

Given the above it results that when the plow is not equipped with a copying wheel (automatic 
adjustment plow), the axels of the tractor have an additional load equal with the load that would 
have been taken by the copying wheel. 
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